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WVIACHINE LEARNING, AND NEURAL NETWORKS
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OUTLINE

-~ What is Artificial Intelligence (Al)?
-~ What does it do?

-~ How does it work?

-~ Wil there be a robot apocalypse?

-~ References and Further Reading
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WHAT IS Al?

-~ What is “intelligence”?
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WHAT IS Al?

-~ What is “intelligence”?

Merriam-Webster:
“the ability to learn or
understand or to deal
with new or trying
situations”
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WHAT IS AI?

-~ What is “intelligence”?

(Taken from MIND : a Quertedy Review

aARAFA-F R R

Y4

of Fsychology and

Fhilosophy. Vol. LIX., , N.S., No. 236, October , 1550, )

OMIUT )
by
A. ¥, TURING.

l. The Imitation Game.

I propose to consider the question, 'Can machines

think?' This should begin with definitions of the

@ Carola F. Berger, Al and Neural Nets, ATA58
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WHAT IS Al?

-~ What is “intelligence”?

MIT
Technology
ReVIeW Topics+

Intelligent Machines

Al's Language
Problem

Machines that truly understand language would be
incredibly useful. But we don't know how to build them.

by WillKnight  August 9,2016
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WHAT IS Al?

-~ What is “machine learning”?
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WHAT IS Al?

-~ What is “machine learning”?

““Machine learning’ Is a fancy way of
saying ‘finding patterns in data.’”

Kirti Vashee

@ Carola F. Berger, Al and Neural Nets, ATA58



WHAT IS AI?

-~ What is “deep learning”?
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Hagmann P, Cammoun L, Gigandet X, Meuli R, Honey C|, Wedeen V]|, Sporns O (2008)
Mapping the structural core of human cerebral cortex. PLoS Biology Vol. 6, No. 7, el 59.
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WHAT IS Al?

-~ What is “deep learning”?
Artificial neural nets are not a new idea:
W. McCulloch, W. Pitts, 1943

D. O. Hebb, 1949
B. G. Farley, W. A. Clark, 1954

‘@ Carola F. Berger, Al and Neural Nets, ATA58



120 Years of Moore’s Law

MECHANICAL VATCUUBUEM TRANSISTOR INTEGRATED CIRCUIT

Mouse brain
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WHAT DOES Al DO?
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WHAT DOES Al po?

-~ Play games and win

’@ Carola F. Berger, Al and Neural Nets, ATA58
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WHAT DOES Al po?

. Automated classificatio
-~ ODbject recognition

n

-~ Recommender systems

People who liked this also liked...

s

‘@ Carola F. Berger, Al and Neural Nets, ATA58

Learn more
First Contact (1996)

,,,,,,,, 7.6

‘ LA 2. 2.0 0.0, .
The‘Borg\fravel back in time intent on
preventing Earth's first contact with
an alien species. Captain Picard and
his crew pursue them to ensure that

Zefram Cochrane makes his maiden
flight reaching warp speed.

T T I B e L Ll TR
Lad 7 - >

last best hope for peace.

Director: Jonathan Frakes
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WHAT DOES Al po?

- Predictive typing

(. American Trd— Search Google

- Text-to-speech, speech-to-text
_~ (Neural) machine translation

@ Carola F. Berger, Al and Neural Nets, ATAS8
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WHAT DOES Al po?

- Financial trading

- Legal assistance

= SECTIONS

i

@ HOoME Q SEARCH

Ehe New HJork imes

Ubta Two Executives to Leave
Uber, Adding to
Departures

Al Is Doing Legal Work.
But It Won't Replace
Lawyers, Yet,

s In Silicon Valley, a Voice of
P Caution Guides a
High-Flying Uber

E

YAHOO, >earch for news, ¢

FINKREES || S oremstessss

Finance Home Explore My Portfolio |

A $96 billion fund
firm created a Al
hedge fund, but
freaked out when it
= couldn't explain

TECHNOLOGY

““” how it made money

A.lL Is Doing Legal Work. But It Won’t Replace Lawyers, Yet.

By STEVE LOHR MARCH 18, 2017

Impressive advances in artificial

intelligence technology tailored for legal

‘@ Carola F. Berger, Al and Neural Nets, ATA58
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WHAT DOES Al po?

- Self-driving cars

w Regions » U.S. | Africa  Americas | Asia  China Middle East | Opin

Cop pulls over Google self- drlvmg cal,
ﬁnds NnoO drlver to ticket

@ Carola F. Berger, Al and Neural Nets, ATA58
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WHAT DOES Al po?

. Chat and social
media bots

™ FACEBOOK'S ARTIFICIAL INTEllIGENCE
ROBOTS SHUT DOWN AFTER THEY START
TALKING TO EACH OTHER IN THEIR OWN

LANGUAGE

e N

Bob:icaniieverythingelse..............

Alice: balls have zero to me to me to me to me to me to me to me
to me to

Bob: you i everythingelse..............

Alice: balls have a ball to me to me to me to me to me to me to me
Bob:iicaniiieverythingelse..............

Alice: balls have a ball to me to me to me to me to me to me to me
BODL L i votisaetsiaradmin

Alice: balls have zero to me to me to me to me to me to me to me
to me to

Alice: balls have 0 to me to me to me to me to me to me to me to
me to

Bob:you iiieverythingelse..............

Alice: balls have zero to me to me to me to me to me to me to me
to me to

@ Carola F. Berger, Al and Neural Nets, ATA58
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WHAT DOES Al D0

— Design inspirational posters

Carola F. Berger, Al and Neural Nets, ATA58 5




WHAT DOES Al po?

-~ Name rescued guinea pigs

g T

uzzable

chop &F

\ Pop

L —

J. Shane, http://lewisandquark.ta“n;‘blr.com
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WHAT DOES Al DO?

- Supervised Unsupervised
learning learning

@ Carola F. Berger, Al and Neural Nets, ATA58
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HOW DOES IT WORK?
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HOW DOES IT WORK?

-~ Neuron:

Cell body

Nucleus\(
Axon hiI@\K Synaptic terminals

Axon Telodendria

\'.

A\-;

Golgi apparatus

Endoplasmic
reticulum

' X
Mitochondrion \)\ Dendrite

/ % Dendritic branches

Bruce Blaus, https://commons.wikimedia.org/wiki/File:Blausen_0657 _MultipolarNeuron.png
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HOW DOES IT WORK?

-~ Unit in artificial neural net:

W3

@ Carola F. Berger, Al and Neural Nets, ATA58

output
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HOW DOES IT WORK?

-~ Unit in artificial neural net:

X2 1
W3
inputs
Wi

@ Carola F. Berger, Al and Neural Nets, ATA58

output
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HOW DOES IT WORK?

_-~ Neural network:
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N7/ el ;‘"'o : ;)’4"
A
el 0

: .‘."-'-0."

~

e ;
< Y

AFSSTTT A QW

'
AR
c - ~ -

=
S

L AD
ANy, e 7
JREN O

>, .

Hagmann P, Cammoun L, Gigandet X, Meuli R, Honey C|, Wedeen V]|, Sporns O (2008)
Mapping the structural core of human cerebral cortex. PLoS Biology Vol. 6, No. 7, el 59.
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HOW DOES IT WORK?

-~ Neural network:
Hidden

Input ‘
‘ Output

Time

Adapted from: Cburnett, https://commons.wikimedia.org/wiki/File:Artificial_neural _network.svg
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HOW DOES IT WORK?

- Neural network — training:
Hidden

Input ‘
‘ Output
\‘ Adapt weights
" ’O_’ (“arrows”) according
Feed in ‘A” to difference between

N NA .
training data " desired output and
/) actual output, e.g. by
backpropagation
Time

Adapted from: Cburnett, https://commons.wikimedia.org/wiki/File:Artificial_neural _network.svg

‘@ Carola F. Berger, Al and Neural Nets, ATA58 25



AUTOPSY OF A NEURAL NET

@ Carola F. Berger, Al and Neural Nets, ATA58
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AUTOPSY OF A NEURAL NET

Neural net to recognize hand-written digits
SNRSg0S3
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AUTOPSY OF A NEURAL NET

Neural net to recognize hand-written digits

400x25 dimensional 25x10 dimensional
weights

weights

3y

S
Input Layer Hidden Layer Output Layer
20x20 pixels 25 units 10 labels
(400 flat) digits 0-9

@ Carola F. Berger, Al and Neural Nets, ATA58
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AUTOPSY OF A NEURAL NET

Sample input (20x20 pixels)

@ Carola F. Berger, Al and Neural Nets, ATA58
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AUTOPSY OF A NEURAL NET

Sample input (20x20 pixels)

@ Carola F. Berger, Al and Neural Nets, ATA58
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AUTOPSY OF A NEURAL NET

Weights to hidden units

400x25 dimensional 25x10 dimensional
weights weights

V

S
Input Layer Hidden Layer Output Layer
20x20 pixels 25 units 10 labels
(400 flat) digits 0-9

@ Carola F. Berger, Al and Neural Nets, ATA58
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AUTOPSY OF A NEURAL

Weights to hidden units —
“feature” extraction

@ Carola F. Berger, Al and Neural Nets, ATA58
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AUTOPSY OF A NEURAL NET

Weights to hidden units

@ Carola F. Berger, Al and Neural Nets, ATA58
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AUTOPSY OF A NEURAL NET

Weights to hidden units

7,

@ Carola F. Berger, Al and Neural Nets, ATA58
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AUTOPSY OF A NEURAL NET

Hidden units to output

400x25 dimensional 25x10 dimensional
weights weights

V

S
Input Layer Hidden Layer Output Layer
20x20 pixels 25 units 10 labels
(400 flat) digits 0-9

@ Carola F. Berger, Al and Neural Nets, ATA58
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AUTOPSY OF A NEURAL NET

Hidden units to output f,.

400x25 dimensional 25x10 dimensional

weights weights

'

\\\-‘/

Input Layer Hidden Layer Output Layer

20x20 pixels 25 units 10 labels
(400 flat) digits 0-9

@ Carola F. Berger, Al and Neural Nets, ATA58
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AUTOPSY OF A NEURAL NET

Hidden units to output

400x25 dimensional 25x10 dimensional
weights weights

Input Layer Hidden Layer Output Layer
20x20 pixels 25 units 10 labels
(400 flat) digits 0-9

Carola F. Berger, Al and Neural Nets, ATA58
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AUTOPSY OF A NEURAL NET

Input Internal convolution Hidden

« Carola F. Berger, Al and Neural Nets, ATA58

Internal
conv.

2

Output
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Input

AUTOPSY OF A NEURAL NET

Internal
conv.

2

Internal convolution Hidden Output

. Berger, Al and Neural Nets, ATA58
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AUTOPSY OF A NEURAL NET

Wrong!!!

Internal
conv.

2

Input Internal convolution Hidden Output

. Carola F. Berger, Al and Neural Nets, ATA58 32



AUTOPSY OF A NEURAL NET

What happens with unknowns?
Klingon 6 [jaVv]

Input Internal convolution Hidden Output

@ Carola F. Berger, Al and Neural Nets, ATA58 33



AUTOPSY OF A NEURAL NET

Klingon 6 [jaVv]

Internal
conv.

2

Input Internal convolution Hidden Output

« Carola F. Berger, Al and Neural Nets, ATA58



NEURAL NETS - RECAP

v Training = extraction of
“features” (=patterns) from training data

@ Carola F. Berger, Al and Neural Nets, ATA58
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NEURAL NETS - RECAP

v Training = extraction of
“features” (=patterns) from training data

v" The more hidden layers and hidden units, the
more parameters (possible overfitting!)
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NEURAL NETS - RECAP

v Training = extraction of
“features” (=patterns) from training data

v" The more hidden layers and hidden units, the
more parameters (possible overfitting!)

v’ Beware: Garbage In -> worse garbage out!

@ Carola F. Berger, Al and Neural Nets, ATA58 34



NEURAL NETS - RECAP

Training = extraction of
“features” (=patterns) from training data

The more hidden layers and hidden units, the
more parameters (possible overfitting!)

Beware: Garbage in -=> worse garbage out!

NEWHCUREN

ANNs work well for pattern recognition
after training, including “context”

‘@ Carola F. Berger, Al and Neural Nets, ATA58 34



NEURAL NETS - RECAP

Training = extraction of
“features” (=patterns) from training data

The more hidden layers and hidden units, the
more parameters (possible overfitting!)

Beware: Garbage in -=> worse garbage out!

ANNs work well for pattern recognition
after training, including “context”

S AL LIS TN

Completely unpredictable when confronted
with new, hitherto unknown data

‘@ Carola F. Berger, Al and Neural Nets, ATA58 34



NEURAL NETS - RECAP

Recall:

Definition of “intelligence” according to
Merriam-Webster:

“the ability to learn or understand or to
deal with new or trying situations”

@ Carola F. Berger, Al and Neural Nets, ATA58
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S THE ROBOT APOCALYPSE NEAR?

Carola F. Berger, Al and Neural Nets, ATA58
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IS THE ROBOT APOCALYPSE NEAR?

The Real Threat Is Machine
Incompetence, Not Intelligence

Forget super-Al. Crappy Al is more likely to be
our downfall, argues researcher.

—— - o ]
ARkt o
ia """é\h' -

W= ) -

Q Michae lBy
-“&E_\@‘

https://motherboard.vice.com/en_us/article/jpdvjg/
the-real-threat-is-machine-incompetence-not-intelligence
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IS THE ROBOT APOCALYPSE NEAR?

= Q FINANCIAL TIMES

HOME WORLD US COMPANIES MARKETS OPINION WORK & CAREERS LIFE & ARTS

Financial & markets regulation | + Addto myFT

Comment: ‘Algo bots’ could cause another
flash crash

High speed traders are still rewarded at the expense of safety

@ Carola F. Berger, Al and Neural Nets, ATA58 33



WILL WE BE REPLAGED BY ROBOTS?
Survey among 352 Al researchers:

Years from 2016
0 25 50 75 100 125 150 175 200

Full Automation of Labor
(Al Human Jobs)

Al Researcher L 4

High Level Machine Intelligence
(All Human Tasks)

—&-
Math Research —@—
@

Surgeon

Milestones

Putnam Math Competition

. 2
Write New York Times Best-Seller —@-

K. Grace et al, When Will Al Exceed Human Performance? Evidence from Al Experts,
https://arxiv.org/abs/1705.08807
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WiLL WE BE REPLAGED BY ROBOTS?

Survey among 352 Al researchers:

9 5 10 15 200 ..., 25 30

{ | | | j |
— P

Truck Driver -

Generate Top 40 Pop Song 1 @

Explain Own Actions in Games - @

Write High School Essay @

Read Text Aloud _ P
(Text-to-Speech)

All Atari Games -

Assemble Any LEGO -

@
Telephone Banking Operator - \ @
@

Translate (vs. Amateur Human)

Transcribe Speech - ‘ r

K. Grace et al, When Will Al Exceed Human Performance? Evidence from Al Experts,
https://arxiv.org/abs/1705.08807

@ Carola F. Berger, Al and Neural Nets, ATA58 39



WiLL WE BE REPLAGED BY ROBOTS?

Survey among 352 Al researchers:

1.00+
0.754

0.50 1

Probability of HLMI

0.25 1

0.00

0 25 50 75 100
Years from 2016

== Aggregate Forecast (with 95% Confidence Interval)
Random Subset of Individual Forecasts
- LOESS

K. Grace et al, When Will Al Exceed Human Performance? Evidence from Al Experts,
https://arxiv.org/abs/1705.08807
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